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Introduction



Containerization became a norm in modern application
environments. To manage containers orchestration tools were

developed. And Kubernetes became a standard tool. 

In many projects the goals and deliverables are not directly
bounded to containers and orchestration, but people think about

using containers and Kubernetes by default. 

There is always more than one way to achieve the goal. 

And Onteon was born. A technology stack to develop, deploy and
manage applications, containerized or native ones. It simplifies
the architecture and management tasks, which results in lower

costs of deployments and maintenance. 

In many cases in may also improve performance. 

Below you will find the results of the tests conducted recently,
where we compared performance of distributed application in

Onteon vs Kubernetes environment. 



Summary



On April 20th and 24th 2022 the tests of Onteon and Kubernetes were conducted. 

Tests were to calculate response time with the use of sample application and calculate number
of requests in one of the tests.

Overall Onteon processed 69% more requests than Kubernetes in the same time, with much
lower response time.

On average Onteon processed 68 452 requests per one vCPU, while Kubernetes 40 349. 
It also means that to process the same number of requests in the given period as Onteon,

Kubernetes would need 3 vCPU more.

Onteon in this test used about 11% more energy. However while processing 69% more
requests, it was more efficient, about 35% percent less power usage per single request.



Summary



In second test with similar number of requests Onteon had 73% lower response time than
Kubernetes. 

It achieved this with about 9% lower power usage than Kubernetes.



Test 1 – HTTP – max requests

100 users were sending requests to application. Each user waited for the response from
his request and sent another request after the response. It repeated for 10 minutes. 

The response time was measured for 50th, 75th, 95th and 99th centile, as well as mean
values.
Also the overall number of processed requests was measured.

Overall Onteon had greater performance. All response times were lower.
At 99th centile Onteon had 49% lower response time than Kubernetes.

Mean response time for Onteon was 41% lower than Kubernetes with much lower
standard deviation. Maximum response time was 50% lower for Onteon.

In this test during 10 minutes Onteon processed 273 809 requests while Kubernetes
161 397. It means Onteon processed 70% more requests in the same period. 

To process 70% more requests Onteon used only 11% more energy.



Test 2 – HTTP – flat number of requests

200 users were sending requests to application and tried to reach and maintain the limit
of 200 requests per second. It repeated for 10 minutes.

The response time was measured for 50th, 75th, 95th and 99th centile, as well as mean
values.

Overall Onteon had greater performance. All response times were lower.
At 99th centile Onteon had 73% lower response time than Kubernetes.

Mean response time for Onteon was three times lower than Kubernetes with 62%
lower standard deviation. Maximum response time was 30% lower for Onteon.

Above Onteon results were achieved with 10% less power usage than Kubernetes. 

In the test period of 10 minutes Kubernetes processed 119 994 and Onteon processed
119 993 requests.



Test 1 – HTTPS – max requests

100 users were sending requests to application. Each user waited for the response from
his request and sent another request after the response. It repeated for 10 minutes. 

The response time was measured for 50th, 75th, 95th and 99th centile, as well as mean
values.
Also the overall number of processed requests was measured.

Overall Onteon had greater performance. All response times were lower.
At 99th centile Onteon had 51% lower response time than Kubernetes.

Mean response time for Onteon was 24% lower than Kubernetes with much lower
standard deviation. Maximum response time was 13% lower for Onteon.

In this test during 10 minutes Onteon processed 194 903 requests while Kubernetes
148 482. It means Onteon processed 31% more requests in the same period. 



Test 2 – HTTPS – flat number of requests

200 users were sending requests to application and tried to reach and maintain the limit
of 200 requests per second. It repeated for 10 minutes.

The response time was measured for 50th, 75th, 95th and 99th centile, as well as mean
values.

Overall Onteon had greater performance. All response times were lower.
At 99th centile Onteon had 73% lower response time than Kubernetes.

Mean response time for Onteon was 65% lower than Kubernetes with 69% lower
standard deviation. Maximum response time was 63% lower for Onteon.

In the test period of 10 minutes Kubernetes processed 119 980 and Onteon processed
119 991 requests.



one Master Node and two Worker Nodes (Kubernetes) 
one Onteon Control Center and two Node Managers (Onteon)

Test environment 

Test architecture consisted of:

Master Node/Onteon Control Center – 8GB, 4 vCPU
Node 1 and Node 2 – 4GB, 2 vCPU each node

Because communication among application microservices was tested, for Kubernetes Istio
was used. In Onteon case the built-in communication services were used.   

Versions used during the test:
OS: Ubuntu 20.04.3 LTS
Kubernetes: 1.23
Istio: 1.13.3
Onteon: 1.2.0

Before any test run there was 10 minute warmup of the environment. Each test lasted 10
minutes. 



Gatling results and power usage data

Test 1  – HTTP – max requests – Onteon



Gatling results and power usage data

Test 1 – HTTP – max requests - Kubernetes



Gatling results and power usage data

Test 2 – HTTP – flat number of requests - Onteon



Gatling results and power usage data

Test 2 – HTTP – flat number of requests - Kubernetes



Gatling results and power usage data

Test 1 – HTTPS – max requests – Onteon



Gatling results and power usage data

Test 1 – HTTPS – max requests – Kubernetes



Gatling results and power usage data

Test 2 – HTTPS – flat number of requests - Onteon



Gatling results and power usage data

Test 2 – HTTPS – flat number of requests - Kubernetes



Test 1 – power use



Test 2 – power use


